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SUMMARY
• We propose Curriculum Pseudo Labeling

(CPL) to improve the convergence and ac-
curacy of SSL.
(https://arxiv.org/abs/2110.08263)

• FlexMatch, the integration of FixMatch and
CPL, achieves state-of-the-art results.

• We open-source TorchSSL, a unified
PyTorch-based semi-supervised learning
codebase for the fair study of SSL algo-
rithms.
(https://github.com/TorchSSL/TorchSSL)

METHOD
We estimate the learning effect of a class as the number of samples whose predictions fall above a high fixed threshold and into this class:

σt(c) =
N∑

n=1

1(max(pm,t(y|un)) > τ) · 1(argmax(pm,t(y|un) = c) (5)

We then apply the following normalization to σt(c) to make its range between 0 and 1. Particularly, we further rewrite the denominator as the max of the
best-learned class and unused class, which can be considered as a threshold warm-up process.

βt(c) =
σt(c)

max
c

σt
(6) βt(c) =

σt(c)

max

{
max

c
σt, N −

∑
c
σt

} (11)

Finally, the normalized estimated learning effects are used to scale the pre-defined high threshold for different classes at different time steps. A customized
mapping function can be further applied as described in Eq.(12):

Tt(c) = βt(c) · τ (7) Tt(c) = M(βt(c)) · τ (12)

Putting all these together, we define the unsupervised loss, supervised loss, and the total loss as:

Lu,t =
1

µB

µB∑
b=1

1(max(qb) > Tt(argmax(qb)))H(q̂b, pm(y|Ω(ub))) (8) Lt = Ls + λLu,t (9) Ls =
1

B

B∑
b=1

H(yb, pm(y|ω(xb))) (10)

MOTIVATION

With a high fixed threshold, samples of hard-
to-learn classes with low confidence are more
likely to be filtered out.

With a high fixed threshold, each batch may
contain more easy samples than difficult ones
which is bad for the global convergence and the
final accuracy of difficult classes.

With flexible thresholds, FlexMatch (d) is able
to improve the accuracy of difficult classes com-
pared to FixMatch (c) in the early stage of train-
ing.

RESULTS

• CPL achieves better performance on tasks with limited labeled data.

• CPL improves the performance of existing SSL algorithms.

• CPL achieves better performance on complicated tasks.
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