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Abstract

This is a project report submitting to my machine learning class. In this report, I analyzed the potential
of transferring knowledge from one domain to another different but related domain, specially in activity
recognition area. Transfer component analysis (TCA) is utilized as the transferring method, while PCA
is as the comparison method. The experiments is conducted on UCI daily and sports activity dataset.
The results are multi-viewed.

1 Introduction

Research on transfer learning based activity recognition is on the go. Prevalent works seek the potential
of transferring existing knowledge to the target domain through instance based transfer, feature based
transfer, as well as parameter based transfer methods respectively. For more information, please refer to
D. Cook’s survey [1]. And for background of transfer learning, please see Pan and Yang’s survey [3].

In our work, we propose to use transfer learning to implement our activity recognition task based on
transfer component analysis (TCA) [2]. TCA tries to learn some transfer components across domains
in a reproducing kernel Hilbert space using maximum mean discrepancy. After that we can utilize
some machine learning methods to perform classification. Detailed information on problem formulation,
method, and experiment is coming as follows.

2 Problem Formulation

In the context of activity recognition, there are several dimensional sensor data that can be used to
perform recognition. We take notice of most distinguishable ones: accelerometer and gyroscope.

Let’s say we have fully labeled gyroscope readings available, while we want to annotate the unknown
accelerometer from the same person while performing the same activity at the same time.

Input:labeled DS = {Xi, yi}mi=1, and unlabeled DT = {Xi}ti=1, while yi ∈ {1, 2, · · · , C} is the label.

Output: the predicted value for Xi in DT : yis.

Method:Transfer learning using TCA. After that, we train a model using labeled new Xsrc and ysrc
and use that to validate the new Xtar.

3 Method

The distance between a source and target domain can be calculated using MMD: Dist(XS , XT ) =
‖ 1
n1

∑n1

i=1 φ(XSi
)− 1

n2

∑n2

i=1 φ(XTci)‖2H, where φ is the feature map induced by a universal kernel.
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After applying MMD [2], let K be the kernel matrix, KS,S ,KS,T ,KT,T denote the source domain,
cross-domain and target domain data respectively, then

K =

[
KS,S KS,T

KT,S KT,T

]
∈ R(n1+n2)×(n1+n2)

Therefore, the distance between the transformed source and target domain becomes

dist(X′src,X
′
tar) = trace(KL)

where

L =


1
n2
1

xi, xj ∈ Xsrc

1
n2
2

xi, xj ∈ Xtar

− 1
n1n2

otherwise

Furthermore, the problem can be formulated as

min trace(KL)− λtrace(K)

s.t. Kii +Kjj − 2Kij + 2ε = d2ij

K1 = −ε1

Which is an semidefinite programming problem.

In order to fit this problem to the standard SDP form, we did the following work:

min trace((L− λI)K)

s.t. A(m) •K = Dij

where

A(m) =

{
A

(m)
ii = A

(m)
jj = 1

A
(m)
ij = A

(m)
ji = −1

and

C •X :=

n∑
i=1

n∑
j=1

CijXij = trace(CX)

However, it it extremely burdensome to solve an SDP. Actually the time complexity is O(n1 +n2)6.5! So
we continue to shift our problem to TCA, which is transfer component analysis.

Our problem fits the unsupervised version of TCA. Let H = In1+n2
−( 1

n1+n2
)11T , and W = K−1/2W̃

where W̃ ∈ R(n1+n2)×m transforms the empirical kernel map features to an m-dimensional space.

Our learning problem becomes:

min
W

tr(WTKLKW ) + µtr(WTW )

s.t. WTKHKW = Im

Where Im ∈ Rm×m is the identity matrix and µ > 0.

After TCA, there will be new representations for the source and target data, where their distance is
minimized while preserving their inner structural information. Since the new source and target data are
in the same feature space, we can directly apply traditional machine learning techniques. Then we can
train a machine learning model on the new source data, and test it on the new target data.
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(a) No transfer-1v1 (b) No transfer-LOO

Figure 1: Experimental result of person to person classification without transfer. (a) is 1v1 no transfer
results, using 1 person to train the model and the other to test and (b) is LOO test, using 7 persons to
train the model and the other one to test. Y axis represents the average accuracy for every person, and
X axis represents the dimensions after reduction. The next figures use the same axis.

4 Experiment

In this section, we perform 3 kinds of experiment to evaluate the feasibility of TCA. The 3 kinds of
experiment include: 1) P2P transfer: transfer from person to person for the same feature spaces, 2) O2O
transfer: transfer between body parts and 3) S2S transfer: transfer from sensor to sensor for the same
person.

We exploit an activity recognition dataset from UCI 1. The dataset contains activities of 8 people
performing 19 activities. Contributors explored the sensors on 5 different body parts with 3-axial ac-
celerometer, gyroscope and magnetometer on each part respectively. That led to 45 sensor readings per
frame (3 * 5 * 3).

Features are extracted for every axis. For every sensor, fist we combine the 3 axis together using
a =

√
x2 + y2 + z2. We exploit sliding window technique to extract features (window size = 5s). Then

we extract 27 features from both time and frequency domain, leading to 405 dimensions in total (27 * 3
* 5 = 405). There are 142500 rows of data in the original dataset, while after feature extraction, there
are 9120 rows. After feature extraction, we normalize the data of every column into [0, 1].

The most important part in our experiment is TCA, which we will introduce in the sequel. After
TCA, traditional machine learning task has to be done. We simply choose random forest as the classifier
to train a model, and then use this model to test the unlabeled target data. Accuracy metric is used as
the evaluation metric.

The 3 kinds of experiments are as follows.

4.1 P2P transfer

4.1.1 PCA

This experiment aims to investigate the possibility of learning a classification model without transfer.
For every person, we train a model on his solo data using random forest, and then we test our model
using other 7 persons’ data. In order to act as comparison, we perform PCA to the data to reduce the
dimensionality to 5, 10, 20, 30 respectively. The results are as Figure 1(a). On the other hand, in order
to evaluate the full potential of non-transfer, we also adopt an LOO (leave one out) experiment, i.e. we
train a model using 7 persons’ data and test the model on the other one. The experimental result is as
Figure 1(b)

1 http://archive.ics.uci.edu/ml/datasets/Daily+and+Sports+Activities
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(a) P2P-tca-1v1 (b) P2P-tca-LOO

Figure 2: Experimental results for TCA in P2P setting.

Here the accuracy of P1 means the test result of P1, either using other 7 person’s data as training
set (LOO), or using other 7 persons one by one as the training set and test on P1 respectively (1v1, here
accuracy is the mean of 7). From the results, we can see that traditional machine learning method does
not generate satisfying results when faced with different users. As the dimensionality after reduction
decreases from 30 to 5, the accuracy declines dramatically. For 1v1 test, the best accuracy achieves 60%
with dimension 30, while the worst accuracy is around 50% with dimension 5. For LOO test, the best
accuracy achieves 80% while the worst accuracy is around 70%, which seems quite satisfying. Such kind
of result suffices our imagination. But is that the best result?

4.1.2 TCA

Since TCA can also perform dimensionality reduction, we did exactly the same thing with TCA: 1v1 and
LOO experiment. The results are as figure 4.1.2.

4.1.3 Comparison

To clearly interpret the difference between both methods, we made another figure 4.1.3 and 4.1.3.
From those results comparisons, we can clearly see that in some cases, TCA did improve the recognition

accuracy for activities, but the improvements are not that good. Even in some cases, the transfer
performance is bad.

4.2 O2O transfer

In O2O setting, we simply transfer knowledge between different body parts. For every sensor and every
person, we make the transfer from part to part. The results for every people are as Figure 4.2.

In the figure, we can clearly see that for both PCA and TCA, transferring between left arm and right
arm, as well as left leg to right leg, achieve god results. The peak moments in Figure 4.2.
For the comparison, we can see that in Figure ?? that TCA does not always yields good performance.

4.3 S2S transfer

In S2S setting, we perform knowledge transfer from accelerometer, gyroscope and magnetometer, respec-
tively. For every round, we take 3-fold cross validation to calculate the transfer accuracy. There are 3
results for every person. The result tested on unlabeled data is as Figure 4.3 and the out-of-sample data
is as Figure 4.3. Here we only test on torso part (there are other 4 parts remained untested).

From the experimental results, we can see that TCA generates poor performance while transferring
from sensor to sensor, with the average accuracy of below 10%. In fact, there are 19 class, random
classification is still causing the accuracy of 5%! Such results mean that applying TCA directly to any
two fields in different feature spaces does not yield good results unless the certain specified field can be
analyzed according further knowledge. This throws light upon future research on transfer learning related
activity recognition where researchers should pay much attention to the inner information of each field.
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Figure 3: TCA vs PCA on 1v1. The blue pillar means PCA and red means TCA.

Figure 4: TCA vs PCA on LOO.

5



Figure 5: transfer result between parts, the above 3 are PCA, while the rest are TCA.

Figure 6: transfer comparison between TCA and PCA. The y axis in this is the subtract of TCA over
PCA.
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(a) Unlabeled:a-g (b) Unlabeled:a-m (c) Unlabeled:g-a

(d) Unlabeled:g-m (e) Unlabeled:m-a (f) Unlabeled:m-g

Figure 7: Test accuracy of S2S transfer on unlabeled data

(a) OOS:a-g (b) OOS:a-m (c) OOS:g-a

(d) OOS:g-m (e) OOS:m-a (f) OOS:m-g

Figure 8: Test accuracy of S2S transfer on out-of-sample data
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5 Conclusion

Our experiments show that TCA is able to perform knowledge transfer when source domain and tar-
get domain are in different feature distributions. The new feature space after TCA is in respectively
low dimension, making it possible to perform dimensionality reduction while transferring knowledge.
However, applying TCA directely on any other fields where source and target domain are in different
feature spaces will generate poor performance, making it future work of doing more deep research on
heterogeneous transfer learning.
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